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5 Lexical Functional Grammar
Abstract: Lexical Functional Grammar is a linguistic theory which explores the var-
ious aspects of linguistic structure and how they are related. Like HPSG (Müller and
Machicao y Priemer, 2018), ConstructionGrammar (Chaves, 2018), and the Parallel Ar-
chitecture (Jackendoff and Audring, 2018), it is constraint-based and declarative, and
does not assume that processes such as transformations are a part of linguistic theory.
It was developed in the late 1970s by Joan Bresnan and Ron Kaplan as a theory of syn-
tax, but has since been augmented by theories of other modules of linguistic structure
and their relations to one another, including semantics and the syntax-semantics in-
terface, argument structure, information structure, morphology, and prosody. These
levels of structure are represented by separate grammatical modules which may be
of very different formal character, connected to one another by means of functions
relating parts of one structure to its corresponding parts in another structure.

Lexical Functional Grammar (LFG) is a declarative, constraint-based framework for
analysing the various components of grammar, including, crucially, syntax. Although
this chapter will introduce several parts of the formalism, it is not a comprehensive
introduction to the theory, and the interested reader should consult one of a number
of good book-lengthworks which fill this role (Bresnan et al., 2016, and Falk, 2001, are
textbooks, while Dalrymple, 2001 and Dalrymple et al., 2019 are reference works).

1 Data
LFG theory is built on a variety of types of linguistic evidence. In keeping with its ori-
gins in generative grammar, a common form of evidence is introspectively obtained
judgements, either those of the linguist, or elicited judgements taken from others in
more or less formalised (experimental) settings. However, no data type is ruled out
as intrinsically irrelevant, and argumentation may make reference to experimental,
corpus, or diachronic data. Furthermore, as in Construction Grammar (Chaves, 2018),
no distinction is made between the “core” and the “periphery”: the theory concerns
itself with the analysis of the full range of constructions and phenomena of human
language.
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In fact, LFG sprang in part from the dissatisfaction of Joan Bresnan and Ron Ka-
plan with what they saw as the “psychologically unrealistic” (Bresnan, 1978, 2) trans-
formational theories developedbyChomsky andhis colleagues during the 1950s, ’60s,
and ’70s. In their efforts to build amathematicallywell grounded linguistic theory that
could underpin a psycholinguistically plausible model of human language process-
ing, Kaplan and Bresnan adopt what they call the ‘Competence Hypothesis’:

We assume that an explanatory model of human language performance will incorporate a the-
oretically justified representation of the native speaker’s linguistic knowledge (a grammar) as a
component separate both from the computational mechanisms that operate on it (a processor)
and from other nongrammatical processing parameters that might influence the processor’s be-
havior. To a certain extent the various components that we postulate can be studied indepen-
dently, guided where appropriate by the well-established methods and evaluation standards of
linguistics, computer science, and experimental psychology. However, the requirement that the
various components ultimatelymust fit together in a consistent and coherentmodel imposes even
stronger constraints on their structure and operation. (Kaplan and Bresnan, 1982, 173)

One of the aims of LFG is therefore to create a more psychologically plausible model
of the grammar, one which takes seriously the role of processing in grammatical anal-
ysis. This is part of the motivation for LFG as a declarative/constraint-based frame-
work.

Corpus data is also an important basis for theoretical claims in LFG. Indeed, cor-
pora can serve as vital testing beds for evaluating computational implementations of
the theory. This combination of theoretical and computational perspectives is crucial
because large-scale computational grammars very quickly become far too complex to
be assessed holistically by hand. Dyvik et al. (2009) and Patejuk and Przepiórkowski
(2015) discuss large-scale annotated corpora and their use in the development and
testing of computationally implemented LFG grammars.

Theoretical claims are also made on the basis of historical data; Coppock and
Wechsler (2010), for example, advocate an analysis of person agreement in the Uralic
languages based on the historical path from incorporated pronoun to agreement
marker. This makes use of work which describes grammaticalisation in terms of the
loss of LFG features (Bresnan and Mchombo, 1987).

‘Performance’ data has also been important in the development of LFG-DOP,
a combination of Data-Oriented Processing (Bod, 1992) with LFG. DOPmodels assume
that “human language perception and production work with representations of con-
crete past language experiences, rather than with abstract grammatical rules” (Bod
and Kaplan, 1998, page 145). In general, DOP works by taking a corpus of linguistic
representations and decomposing them into fragments, which are then recomposed
in the analysis of new utterances. The LFG-DOP model specialises the theory to a
corpus of LFG syntactic representations. Although not part of ‘mainstream’ LFGwork,
LFG-DOP shows the possibility of combining LFG with other approaches, a theme
which will reoccur in our discussion.
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2 Goals
A fundamental assumption of LFG is that the language faculty is made up of multi-
ple, inter-dependent modules, which exist in parallel and are mutually constraining.
Language is not a unitary object, and the best way to describe and explain properties
of, say, phonology, will not necessarily be the same as to explain syntax. This much is
perhaps relatively uncontroversial (although it is at odds with the ‘syntacto-centrism’
of much generative linguistics, which sees other components, especially semantics,
as ultimately parasitic on a syntactic level of representation—cf. the notion of Logi-
cal Form as a level of syntax: May 1985, Hornstein 1995). Even within syntax, though,
we are not dealing with a single set of formally equivalent phenomena: the term ‘syn-
tax’ is used to describe both superficial phenomena such as word order, as well as
more abstract phenomena such as subjecthood. LFG therefore proposes to separate
syntactic representation into the two levels of constituent structure (c-structure) and
functional structure (f-structure), the former using a familiar phrase structure tree to
represent linear order as well as hierarchical structure and constituency, the latter us-
ing a feature structure (also known as an attribute-value matrix) to represent abstract
relational information about grammatical functions, binding, long-distance depen-
dencies, etc.
(1)

Bresnan sums up the view in this quotation:

Semantic argument structure, constituent structure and functional structure are parallel infor-
mation structures of very different formal character. They are related not by syntactic derivation,
but by structural correspondences, as amelody is related to the words of a song. Semantic, struc-
tural and functional representations of a sentence can be superimposed, but they are indepen-
dent planes of grammatical organisation. (Bresnan, 1993, 45)
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The central challenge for this kindof approach is determining themodules relevant for
linguistic analysis, their internal structure and constraints, and the relations between
them. This is a large part of what modern work in LFG involves. However, in general
the two syntactic modules, c- and f-structure, have remained central to LFG theorising
since the beginning. Since the topic of the present volume is syntax, this is where our
focus will lie as well.

2.1 Well-formedness criteria

LFG is, true to its generative roots, interested in describing linguistic competence as
opposed to performance: that is, the knowledge that one possesses in knowing a lan-
guage as opposed to what is required in order to deploy that knowledge in production
or comprehension. For this reason, LFG as a grammatical theory does not encompass
performance factors (although LFG-based theories of performance can be formulated,
such as LFG-DOP, mentioned in Section 1), and so what are taken as data for analy-
sis tend to be ‘cleaned up’, abstracting away from various performance ‘noise’ factors
such as hesitations, repetitions, speech errors, etc.

In keeping with the usual approach in generative syntax, traditional LFG work
treats well-formedness as categorical. That is, sentences (or, rather, linguistic descrip-
tions) are either a part of the grammar or are not. There is no notion that some gram-
matical violations are ‘better’ or ‘worse’ than others. For example, a simple failure of
agreement like (2) is just as ungrammatical as utter nonsense such as (3):
(2) * Kim see the painting.

(3) * Dog flarb the on ktaw.
Of course, there is nothing preventing us from devising other metrics, such as how
many constraints a description violates, which can give us a derivative notion of gram-
matical gradience.

One strand of work which has sought to add a notion of gradience to the LFG un-
derstanding of well-formedness is Optimality-Theoretic LFG (OT-LFG: Bresnan, 2000,
2002; Kuhn, 2001), a variant of OT syntax where the output of the GEN component
consists of pairs of c-structures and f-structures. In OT-LFG, in keeping with the gen-
eral principles of OT (Prince and Smolensky, 2004; Legendre, 2018), the grammar con-
sists of a set of possibly incompatible, violable constraints, where a linguistic descrip-
tion need not satisfy all of the constraints in order to be well-formed, but must merely
be the ‘least bad’ candidate description. Such a system allows for a much more fine-
grained analysis of well-formedness. For example, it makes it possible to describe lev-
els of ungrammaticality: a sub-optimal candidate can still be ranked above other sub-
optimal candidates, by violating fewer highly-ranked constraints, and can therefore
be ‘less ungrammatical’ in a well-defined sense. This can explain the reported obser-
vations that speakers are sensitive to distinctions even among clearly ungrammatical
examples (Featherston, 2008).
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2.2 Relations to other grammatical modules
Given the central LFGassumption that language ismodular and composedofmultiple,
internally complex subsystems, syntax is not, in a theoretical sense, privileged. In a
practical sense, however, most work in LFG has been of a syntactic nature, and the
framework did start life primarily as a model of syntax.

However, as we have seen, ‘syntax’ is not a single component of the grammar,
but is rather sub-divided into two modules: c-structure, which represents word or-
der and phrasal grouping, and f-structure, which represents grammatical functions
and features. Kaplan (1987) proposed to generalise this view and extend it to other
components of the grammar, such as semantics or phonology: different grammati-
cal modules have their own internal structure and organisational principles, and are
related via structural correspondences relating components of one module to compo-
nents of other modules. Asudeh (2006) describes this correspondence architecture in
more detail.

This means that the grammar as a whole—syntax, semantics, information struc-
ture, prosodic structure, etc.—is a “nearly decomposable system” in the sense of
Simon (1962), where the internal organisation and behaviour of each component is
largely independent, but relations among the components can be defined so that
units of one component are related via correspondence to units of another. For ex-
ample, just as the c-structure nodes of the subject of a sentence are related to the
subject f-structure, in the same way an f-structure is related to the semantic structure
corresponding to its meaning.

Current LFG work builds on this view, with an exploration of syntax (in its dual
nature, c-structure vs. f-structure) and its relation to semantics, information structure,
and phonology, and also defining the place of morphology in the overall architecture.
A schematic version of the full correspondence architecture is given in (4):1

(4)

1 Some scholars assume an independent level of argument structure between c- and f-structure (Butt
et al., 1997), but recent work has represented this information at semantic structure instead (Asudeh
and Giorgolo, 2012; Findlay, 2016).
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The morphological component generates lexical entries (Sadler and Spencer, 2001;
Kaplan and Butt, 2002; Dalrymple, 2015). As shown in (4), a lexical entry encodes
constraints on an s-form (the terminal node of the phrase structure tree and the gram-
matical and semantic constraints associated with it) and a p-form (which forms the
basis of prosodic analysis). Thus, the lexicon is the locus of the relation between syn-
tax/semantics and phonetics/phonology (Mycock and Lowe, 2013; Dalrymple et al.,
2019). This allows the analysis of strings of words (sentences), which are connected
to both a prosodic structure (Dalrymple and Mycock, 2011; Mycock and Lowe, 2013)
and a syntactic constituent (c-)structure. Functional structure is related to c-structure
via a function called ϕ (on which see Section 3.3), and f-structure is in turn related to
semantic structure (Dalrymple, 1999; Asudeh, 2012) and information structure (Dal-
rymple and Nikolaeva, 2011; Dalrymple et al., 2019).

Owing to its modularity, LFG as a syntactic theory is agnostic about which partic-
ular theory one adopts for any of the other levels of structure (phonetics and phonol-
ogy, semantics, morphology, etc.). In general, work on phonetics and phonology per
se has been limited.Work on prosody hasmost often assumed an independent hierar-
chical prosodic structure, governed by the Prosodic Hierarchy of Prosodic Phonology
(Selkirk, 1981; Nespor and Vogel, 1986).

Work on semantics is much more developed. The most common theory of the
syntax-semantics interface in LFG is Glue Semantics (Dalrymple, 1999; Asudeh, 2012).
In Glue, meaning composition is treated as deduction in a resource logic: the mean-
ing of a sentence is assembled from the meaning of its parts via logical deduction.
LFG+Glue remains agnostic about what particular ‘meaning language’ is used to actu-
ally express the natural language meanings themselves. Practitioners commonly use
somevariety of predicate calculus, but there isworkwhichusesDiscourseRepresenta-
tion Theory (van Genabith and Crouch, 1999; Bary and Haug, 2011; Lowe, 2012), Nat-
ural Semantic Metalanguage (Goddard and Wierzbicka, 2002; Andrews, 2006), and
others.

2.3 Domain of analysis

The main focus of LFG, like other theories in the generative tradition, is the sentence
level. However, work on larger domains is not excluded: for example, King and Zae-
nen (2004) and Dalrymple et al. (2017) offer analyses of discourse structure and inter-
sentential anaphorawithin the LFG framework. Giorgolo andAsudeh (2011) also give a
proposal for integrating gesture into the correspondence architecture, thus extending
the coverage of LFG to other modalities beyond speech.

As well as larger, discourse-level issues, however, one must not neglect the im-
portance of sub-sentential units. One of the strengths claimed for LFG from the start,
as for other constraint-based,non-transformational theories including HPSG (Müller
andMachicao yPriemer, 2018), is its ability to give an account of fragments andpartial
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sentences (Kaplan and Bresnan, 1982), which are vitally important in terms of under-
standing acquisition and processing. Such a property emerges in LFG largely thanks
to the local character of most constraints, unlike in Minimalism (Hornstein, 2018), for
example, where features may not be checked until much higher up in the tree than
they are introduced.

2.4 Language domain
Descriptions of individual languages’ grammars are intended to be full and accurate
accounts of a single, synchronic state of the language. However, when it comes to
deeper questions of theory, cross-linguistic data is invaluable, as well as data about
the historical evolution of languages.

LFG takes grammatical functions to be theoretical primitives, and assumes that
the stock of such functions forms the basic vocabulary of functional structure. Cross-
linguistic data has been crucial in reaching this conclusion: for example, Kroeger
(1993) demonstrates the importance of the role of subject even in languages like Taga-
log which have been argued not to make use of it (Schachter, 1976).2

Although most LFG work is synchronically oriented, an important strand of work
relies on LFGassumptions in explanatory accounts of historical change, taking advan-
tage of LFG’s separation between phrasal structure and abstract functional structure.
For example, Allen (1995, 2008), Bresnan and Mchombo (1987), Börjars et al. (1997)
and Vincent (1999) discuss how grammaticalisation can be understood in terms of
the loss of f-structure information.

The less restrictive LFG conception of phrase structure has also been important in
historical work: Vincent (1999), Börjars et al. (2016) and Börjars and Vincent (2016),
for example, take advantage of LFG’s ability to incorporate not only X󸀠-theoretic cate-
gories but alsonon-projecting categories andexocentric categories in thephrase struc-
ture in their analysis of the introduction and development of closed-class words such
as prepositions and determiners, which may start out as non-X󸀠-theoretic words, but
which later evolve to full X󸀠-theoretic status, appearing as the head of a phrase with
specifiers and complements. For further examples of LFG-based diachronic work, see
the papers collected in Butt and King (2001).

2.5 Applications
LFG as a linguistic theory is not specifically aimed at solving practical problems, but
it has been used as the basis or grammar component of several systems and theories
which have a more practical application.

2 See Falk (2006) for a contrasting view on the primacy of subj as a theoretical primitive.
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Computational implementation has been an important aspect of LFG research
from the start. One of the earliest LFG implementations was the Grammar Writer’s
Workbench (Kaplan and Maxwell, 1996), originally implemented in the early 1980s.
In 1993, the team at the Xerox Palo Alto Research Center (Xerox PARC) began work on
a new implementation, which ultimately became the Xerox Linguistic Environment
(XLE: Crouch et al. 2008; Maxwell 2015).

Within XLE, a major focus has been cross-linguistic application. The Parallel
Grammar Project (PARGRAM: Butt et al. 1999, Butt et al. 2002) is a prime example of
this. The project started in 1994 with grammars of English, French, and German, and
later grew to include grammars of Norwegian, Japanese, Urdu, Turkish, Hungarian,
Georgian, Tigrinya, Wolof, Indonesian, Welsh, Malagasy, Mandarin Chinese, Arabic,
Vietnamese, Polish, and Northern Sotho.

In general, the availability of computational implementations of LFG, and in par-
ticular theXLE, has led to productive research on combining LFGgrammarswith other
computational tools to increase parsing efficiency, improveparsing results, or produce
more useful language-based applications.

A different kind of practical application for LFG is found in the domain of sec-
ond language acquisition. Processability Theory (Pienemann, 1998, 2005; Bettoni and
Di Biase, 2015) takes LFG as its formal model, and makes crucial use of the division
among grammatical modules assumed by LFG in its treatment of second language ac-
quisition.

3 Tools
LFG is a formalised framework, and this means that all levels of representation have
well-defined mathematical properties, and are subject to explicit well-formedness
conditions. In this section, we introduce the two syntactic levels assumed in all LFG
work, constituent structure (c-structure) and functional structure (f-structure).

3.1 C-structure

LFG departs from Chomskyan approaches in seeing the locus of cross-linguistic sim-
ilarity not as c-structure but as f-structure (for more on which, see Section 3.4 be-
low), taking traditional grammatical terms such as subject and object not as deriv-
able from constituent structure, but rather as theoretical primitives in their own right.
This means that no constituent structure is privileged as underlying or ‘deep’ in any
sense: surface word orders are purely a matter of language-specific phrase structure
rules.

For this reason, when it comes to describing the c-structure of a language, the
focus is on analyzing just those phenomena which are best represented explicitly by
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phrase structure trees, notably word order and hierarchical structure, but also syntac-
tic category, since we assume that the nodes in such a tree are labelled. Constituency
relations are also expressed here, given that constituency can be understood as ex-
haustive dominance.

An example of a c-structure is given in (5):

(5)

Formally, c-structures are described via a simple context-free grammar, where the
phrase structure rules are understood not as rewrite rules but as node admissibility
conditions (McCawley, 1968), which describe the set of trees admitted by the theory.
LFG subscribes loosely to X󸀠 theory (Jackendoff, 1977), so that there are three levels of
projection described with respect to the head of a phrase, X: X0 (or simply X; the head
itself), XP (themaximal, phrasal projection), andX󸀠 (all intermediate levels). This pro-
vides the following schematic positions in relation to X (ignoring linear order):

(6)

In configurational languages like English, phrases filling these positions have par-
ticular functional roles (as suggested by their names), and this is no doubt in part why
some theories conflate the abstract properties of syntax with the overtly manifested
ones. For example, such theories might say that all subjects appear in the specifier
of IP. However, such a correlation between position and function is far fromnecessary,
and in reality only represents one end of a spectrum of possibilities in which “mor-
phology competes with syntax” (Bresnan, 1998). That is, in a language such as Latin
or Warlpiri, where relational information is indicated by case, word order tends to be
governed by other communicative concerns (such as information structure), and thus
is a poor guide to grammatical relations. In transformationalist theories, this leads to
the claim that there is a confluence at some other point in a derivation—perhaps there
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is a ‘deep’ or underlying structure where grammatical relations are manifested con-
figurationally, or perhaps such correspondences do not emerge until later on in the
derivation. In contrast, LFG simply assumes that such functional information is best
represented at a different level of structure, since it is not inherently configurational.

Although we do not assume that functional information is defined configura-
tionally, there do undoubtedly exist correlations between certain phrase structure
positions and certain grammatical functions (Bresnan et al., 2016). Nevertheless, lan-
guages vary widely in the kinds of syntactic configurations they permit, and thus
LFG allows them to vary relatively freely in the kinds of phrase structure rules they
contain, and thereby the kinds of trees they admit. C-structure constraints are thus
much less stringent in LFG than in some other formalisms; LFG adheres only loosely
to X󸀠 theory.

Similarly, we do not require the presence of empty categories in the c-structure
tree. For example, while LFG is compatible with a theory of long-distance dependen-
cies that posits traces (Kaplan and Bresnan, 1982; Bresnan, 1995, 1998), they are not
required (Kaplan et al., 1987; Kaplan and Zaenen, 1989; Dalrymple et al., 2007), nor
are other unpronounced elements such as pro/PRO. Instead, such elements are repre-
sented at f-structure when required.

What is more, where there is no strong evidence for the existence of a particular
hierarchical structure, we do not feel constrained to nonetheless posit it. For example,
in ‘free word order’ languages, LFGmakes use of the exocentric category S, permitting
a flat structure when there is no evidence for a more articulated one:

(7) Tharrkari (Austin and Bresnan, 1996, 248):

Pudhi-langu
hit-might

ngadha
I.nom

nhurra-nha
you.sg-acc

wana-ku.
fighting.stick-erg

‘I might hit you with a fighting stick’

In addition, where a verb has more than one complement, trees do not have to be
binary branching:

(8)
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This avoids the requirements of heavily articulated trees with unpronounced func-
tional elements which a theory restricted to purely binary branching necessitates
(Kayne, 1984). C-structure represents words and their grouping into constituents, not
abstract functional features and relations.

Another way in which LFG c-structures differ from familiar X󸀠-theoretic trees is
in the optionality of all positions. That is, there can be phrases without heads (and,
in some versions of the theory, heads without phrases—the so-called non-projecting
categories of Toivonen, 2003). For example, in an English sentence without an auxil-
iary verb to occupy I, we do not need to posit an unpronounced feature appearing in
the tree which expresses tense, nor do we need to separate the main verb so that its
tense ending appears at I and ‘lowers’ to the main verb, since in such cases tense is
expressed by the finite verb in V. Instead, we have the structure in (9), where the head
simply does not appear:

(9)

Finally, some practitioners subscribe to what is called the principle of Economy
of Expression (Bresnan et al., 2016, 89–94), whereby all nodes are omitted unless mo-
tivated by some functional requirement. Under this approach, in (9) there would be
no N󸀠 and no V󸀠, since there is no evidence for their existence. Where the structural
configuration provides important information, though, the node remains: thus, the
I󸀠 would remain in our example because the fact that the DP the student appears as
its sister is what tells us, in English, that this DP is the subject (for more on which
see Section 3.3). For further discussion of Economy of Expression, see Dalrymple et al.
(2015).

The set of syntactic categories generally assumed is fairly conservative. Almost all
LFG practitioners agree on the following inventory of categories and their projections,
along with the exocentric category S:

(10) Lexical categories: N, V, P, Adj, Adv
Functional categories: C, I, D
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Other categories are used occasionally, such as K for case (Butt and King, 2004), but
the extended functional projections of other theories are not appealed to, since func-
tional information is represented separately, in f-structure.

3.2 F-structure

The point just made once again illustrates the separation of levels held to be central
in LFG: although different levels constrain and impact on each other, so that, for ex-
ample, in configurational languages, word order and grammatical functions are cor-
related, nevertheless, internally, each level represents only the material which is per-
tinent to that level. Thus, inherently ordered, configurational properties such as word
order and constituency are represented by a formal object that expresses such proper-
ties, namely the c-structure tree. More abstract, and inherently unordered, properties
like grammatical relations and other functional phenomena are expressed elsewhere,
namely at f-structure, which has different properties more conducive to this task. In
essence, LFG does not force the data to fit the properties of a particular mathematical
object, but rather chooses data structures on the basis of how well their properties fit
with the observed phenomena.

An f-structure for sentence (5) is given in (11):

(11) The student is dancing.

F-structures are attribute-value matrices, which formally are understood as functions
from their attributes (the left hand column, e. g. tense) to their values (the right hand
column, e. g. prs). Given a set-theoretic understanding of the notion of function, this
means that f-structures are sets of pairs, the left-hand member of each pair being an
attribute, and the right-handmember being a value (which can itself be an f-structure,
as in the value of subj in example 11).3 Since sets are unordered, thismeans that the or-
dering of attribute-value pairswith respect to one another is irrelevant; in otherwords,
the f-structure in (12) is identical to the f-structure in (11):

3 HPSG signs appear similar to LFG f-structures, since both are represented as attribute-value matri-
ces. They are formally quite different, however: one difference is that HPSG signs are typed, and an-
other is that HPSG incorporates a type-token distinctionwhich is precluded in the set-theoretic setting
of LFG f-structures. See Müller and Machicao y Priemer (2018) for more discussion.
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(12)

Thus, we are not forced to impose an ordering on properties where order seems not
to matter: the fact that the student is the subject of the sentence is not in any sense
‘prior’ to the fact that the sentence is present tense; nor, in a transitive sentence like
the student read the book, is the fact that the student is the subject in any sense prior
to the fact that the book is the object. Of course in a language like English where sub-
jects (generally) linearly precede objects, there does seem to be a sense in which this
relation of priority holds. But this is really a fact about the c-structure encodings of
f-structure relationships. We wish to say that the exact same relations of subjecthood
and objecthood obtain in languages where word order is different: that is, a subject is
just as much of a subject in a VOS language like Malagasy as it is in an SVO language
like English, the only difference being in how it is realised configurationally. In this
sense, there is no ordering between different pieces of functional information, and
so an unordered data structure such as the attribute-value matrix of f-structure is a
more appropriate way of modelling these facts than a phrase-structure tree which is
inherently ordered.

Some of the most important attributes used in LFG are the grammatical functions
(gfs). These are abstract categories used to characterise the relations between differ-
ent elements of a sentence, many of which are familiar from traditional grammars.
They are taken to be theoretical primitives, that is, they are not derivable from some
other property like position in the tree.4 A list of the most frequently assumed gram-
matical functions is given in Table 1 (see also Dalrymple, 2001, 8–28, Asudeh and
Toivonen, 2015). It is conventional to define the abbreviation gf as a meta-category
which represents a disjunction over all the possible attributes listed in Table 1, which
allows for easy reference to the full set of grammatical functions:

(13) gf ≡ {subj | obj | objθ | oblθ | comp | xcomp | adj | xadj}

Apart from the gfs, functional structure contains other attributes such as number
or person, which are proposed on an empirical basis and motivated by f-structurally
defined syntactic patterns and processes such as agreement. Agreement is handled

4 In certain strands of LFG research on argument structure and diathesis alternations (e. g. Bresnan
and Kanerva, 1989; Butt, 1995; Kibort, 2004), the gfs are further decomposed into the features [r] (for
‘semantically restricted’) and [o] (for ‘objective’).



136 | M. Dalrymple and J. Y. Findlay

Table 1: Grammatical functions in LFG.

LFG abbreviation Grammatical function

subj Subject
obj Object
objθ Restricted/secondary object (indexed by thematic role)
oblθ Oblique (indexed by thematic role)
comp Closed sentential complement
xcomp Open sentential complement
adj Adjunct
xadj External (open) adjunct

at f-structure rather than c-structure because it makes reference to f-structure proper-
ties, suchas subject andobject, rather than c-structure ones, suchas ‘leftmost phrase’.
That is, ‘subject agreement’, making reference to functional information, is common,
but ‘sentence-initial NP agreement’ or similar, making reference to configurational in-
formation, is not.

Other features such as definiteness are commonly assumed to be represented at
f-structure, but it is a matter of ongoing debate to what extent such properties have
purely syntactic effects, outside of e. g. semantic ones, and thus to what extent they
deserve to be encoded at a level of syntactic representation like f-structure at all.

Because f-structure is where LFG represents abstract syntactic information, it is
also where a lot of the heavy lifting of syntactic theory occurs; as we will see in Sec-
tion 3.3, it is where, for example, agreement, ‘raising’, and long-distance dependen-
cies are represented. An important corollary of this is the impact which f-structure has
on the computational complexity of LFG. Although c-structure is only context-free,
the presence of f-structure pushes grammars in the LFG framework into the context-
sensitive space (the recognition task for LFG languages is, in the worst case, likely
NP-complete: see Berwick, 1982).5

3.3 Connecting c-structure and f-structure
C-structure and f-structure are related by a function ϕ, from c-structure nodes to
f-structures. ϕ is a potentially many-to-one correspondence. That is, more than one

5 This is true of the formalism itself, which can be used to encode grammars with properties that
are not required for describing human languages. LFG grammars for natural languages may be more
tractable if they are constrained in accordance with linguistic data and principles. For example,
Wedekind and Kaplan (2019) characterize a “k-bounded” proper subclass of LFG grammars for which
the number of c-structure nodes that map to a given f-structure for any derivation of any sentence is
guaranteed to be less than a grammar dependent constant k. An LFG grammar with this property is
only mildly context-sensitive, which is the level of expressive power generally considered necessary
for the description of natural language syntax (Joshi, 1985).
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c-structure node can correspond to the same f-structure:

(14)

As shown in (14), the DP, D󸀠, andDnodes in eachDP correspond to a single f-structure,
and the projections of N also correspond to this same f-structure (we say that the NP
is an f-structure co-head of the DP).

Similarly, in the whole sentence, all of the verbal projections, viz. IP, I󸀠, I, VP, V󸀠,
and V, correspond to the outer f-structure:

(15)
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However, this quickly becomes difficult to read, and so usually we will present dia-
grams as in (16), where only the maximal projections have their ϕ correspondence
indicated:

(16)

The relation between c-structure and f-structure is constrained by the function ϕ:
each c-structure node can correspond at most to a single f-structure. Thus, although
structures in LFG are taken to be simultaneously present andmutually constraining—
c-structures do not ‘generate’ f-structures in any sense—it is nonetheless true that
there is a certain directionality encoded in the fact that such correspondences are
functional. It is an empirical claim that c-structure projects f-structure, for example,
rather than vice versa, based on the fact that more than one separate c-structure
constituent can correspond to the same grammatical function. In the Latin example
in (17), the two parts of hae…aquae are both part of the subj, even though they appear
discontinuously at c-structure, with the determiner nonadjacent to the noun.

(17) From Snijders (2015), citing Caes. Civ. 1.50.1, via Spevak (2010, 24):

Hae
these.nom

permanserunt
last.3pl.perf

aquae
flood.nom.pl

dies
day.acc.pl

complures.
several.acc

‘These floods lasted for several days.’
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This means that more than one c-structure node can correspond to the same f-struc-
ture, but we do not have evidence of the opposite: say, a single word giving rise to two
different f-structures serving as both subject and object to the same predicate. Since
the correspondence relations are functions, this motivates a grammatical architecture
where c-structure is mapped to f-structure, and not vice versa.

To determine themappingwhichϕ describes, we annotate c-structure nodes with
equations describing the relation they bear to f-structure; the f-structure which corre-
sponds to a given c-structure is then the smallest f-structure which satisfies all of the
equations. In writing these equations, we make use of the following conventions:

(18) Variables over c-structure nodes:
a. ∗ refers to the current node (the node hosting the annotation).
b. ∗̂ refers to the mother of the current node.

(19) Meta-variables over f-structures:
a. ↓ ≡ ϕ(∗)
b. ↑ ≡ ϕ(∗̂)

The asterisks refer to c-structure nodes, and the arrows refer to f-structures. In less
formal terms, ↓ refers to ‘my f-structure’, the f-structure that corresponds (viaϕ) to the
node bearing this annotation; ↑ refers to ‘mymother’s f-structure’, the f-structure that
corresponds to themother of the node bearing this annotation. The simplest equation
we can write, then, is (20):

(20) ↑ = ↓

This says that my mother corresponds to the same f-structure as myself; this is what
we use to pass information up along a non-branching c-structure, for example:6

6 Annotations are written above c-structure nodes, with the intention of giving the meta-variables a
kind of iconicity: the arrows point to the nodes whose f-structures they stand for. Nevertheless, many
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(21)

By convention, nodes that are unannotated are assumed to be annotatedwith the ↑ = ↓
equation, which enables us to reduce clutter in c-structures.

Aside from simple equality of f-structures, we can also say things about the values
of particular attributes; for example that the value of the subj attribute is to be found
at the f-structure of the current node:

(22) (↑ subj) = ↓

This equation says that the f-structure corresponding to the node that bears it (↓) is the
value of the subj attribute of the f-structure corresponding to its mother’s node (↑). It
would be used, for instance, to annotate the phrase structure rule corresponding to
the specifier of IP in English, which is where subjects often appear:

(23) IP →
(↑ subj) = ↓

DP
↑=↓
I󸀠

Such equations can also be contributed by lexical entries, and this is where id-
iosyncratic information suchas the value of predattributes is encoded. Lexical entries
in LFG contribute three things: a word form, a category, and a functional description,
which is a set of equations describing f-structure. An example is given in (24) for past
tense danced:

(24) danced V (↑ pred) = ‘dance⟨subj⟩’
(↑ tense) = pst

An LFG grammar consists of a set of annotated phrase structure rules, describing the
c-structure of a language and its relationship to f-structure, and a set of lexical entries

researchers write such annotations underneath the c-structure nodes instead; especially when multi-
ple annotations are required, this can aid readability.
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(which can in fact be thought of as phrase structure rules which simply expand pre-
terminal category symbols).

Now that we have some more tools in place, we are in a position to explain how
various syntactic phenomena are analysed in LFG. We start with agreement. Agree-
ment is achieved via multiple specification: the source and target of agreement both
specify values for the same features, with the result that these specifications must
agree or else the structures will be ruled out as illicit by the functional nature of f-
structure (which means that each attribute can only have one value). For example,
a singular noun likeAlexwill specify that its number is singular and that it is third per-
son. A plural noun like caterpillars, on the other hand, will specify that it is plural and
third person. The third person singular verb form in English, e. g. sings, meanwhile
specifies that its subject is third person and singular. If Alex is its subject, the spec-
ifications from the two items can combine successfully into a single f-structure, and
thus Alex sings is grammatical. If it is combined similarly with caterpillars, though,
there will be a clash when it comes to the number attribute, since this feature is si-
multaneously stipulated to be singular (by the verb) and plural (by the noun). Thus,
*Caterpillars sings is not grammatical.

The (simplified) lexical entries for these three words are given below:

(25) sings V (↑ pred) = ‘sing⟨subj⟩’
(↑ subj num) = sg
(↑ subj pers) = 3

(26) Alex N (↑ pred) = ‘Alex’
(↑ num) = sg
(↑ pers) = 3

(27) caterpillars N (↑ pred) = ‘caterpillar’
(↑ num) = pl
(↑ pers) = 3

As we can see, when Alex is the subject of sings, the assignment of a value to the sub-
ject’s num attribute proceeds without any problem, since both the verb and the noun
specify sg as the value of that feature. When caterpillars is the subject, though, there
will be a clash, since the noun specifies pl, while the verb calls for sg.

‘Raising’ and long-distance dependencies are represented via f-structure sharing:
the same f-structure can be the value of multiple attributes. We are not merely talking
about type identity here, where there are two distinct f-structures of the same form,
but rather token identity, where the f-structures are one and the same. For this reason,
such structure sharing is often represented using a line to connect one instance of the
f-structure with its other positions—in this way, each unique f-structure is only ever
represented on the page once.
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The f-structure for Alex seemed to yawn is given in (28) (recall that xcomp is the
gf assigned to open complement clauses):7

(28)

The parallel with the transformational raising analysis is clear: rather than saying that
the subject of the lower clause has moved and now appears in the higher clause, the
structure sharing analysis simply says that the two positions are identified with one
another. In this case, the sharing is via lexical specification: it is a property of the verb
seem that its subject is identified with the subject of its complement clause.

Long-distance dependencies are also handled at f-structure, without the need for
traces or other empty nodes at c-structure. The f-structure for What did Kim say you
stole? is given in (29):8

(29)

The fronted element, in this case a wh-proform, contributes the value of the at-
tribute dis (for ‘displaced element’) as well as of its in situ grammatical function.
A special attribute dis in the main clause is employed for two reasons: firstly, there is
evidence that the displaced element plays a grammatical role in the main clause as
well as in the subordinate one where it fills a gap (for example, in binding reflexives

7 Note that because it is the same f-structure which appears as the value of both subj and xcomp
subj, no issue arises regarding the functional nature of ϕ: the nodes are not projecting two different
f-structures, one in each position, but rather a single f-structure which appears in both.
8 The contents of f-structures can be abbreviated by enclosing thewords thatmake themup in double
inverted commas, just as we can conceal the internal structure of part of a phrase structure tree using
a triangle.
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in so-called ‘picture noun phrases’); secondly, by identifying the displaced element
with a special attribute at f-structure, we allow for it to have a special role at other
levels of representation: we license its fronting at c-structure by associating a specific
phrase-structure position with the expression of the dis attribute, for example. We
also license its special role at information structure (i-structure), in this case ‘focus’,
by associating the value of dis, but not objects in general, with a special discourse
function.

3.4 Crosslinguistic similarities and differences

As mentioned, LFG takes the level of representation which is most constant across
languages to be f-structure. C-structure can vary widely, as attested by, among other
things, the different word orders of the world’s languages. The nature of functional
information is taken to be (largely) universal, whereas the means of mapping strings
to that functional information is language-specific, albeit constrained by general fac-
tors: for example, the lessmorphology tells us about grammatical functions, themore
constituent structure is likely to (and vice versa).

For the purposes of illustration,we give an example analysis of a sentence in Latin
(30), which has relatively ‘free’ word order, and English (31), which is more configura-
tional:

(30) Aciem
line.acc.sg

instruxit
arrange.prf.3sg

legionum.
legions.gen.pl

‘He arranged a line of legions.’
(simplified from Caes. Gal. 1.24.2; for the full example, see Haug 2017, 124)
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(31) ‘He arranged a line of legions.’

4 Evaluation
As inmost linguistic theories, LFG accounts of linguistic phenomena are valued to the
extent that they provide clear insight into the nature and properties of the phenom-
ena. Evaluation of the relative merits of alternative accounts depends on their suc-
cess at providing an accurate account of the data at all levels of structure. There is no
requirement that constructions with similar meanings must have the same syntactic
analysis crosslinguistically, but there is an expectation that there is a basic set of con-
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cepts and theoretical vocabulary within each module that is useful for the analysis of
all human languages. For example, all languages make use of grammatical functions
drawn from the inventory given in Table 1. Similarly, X󸀠 theory is a part of the inven-
tory of c-structure constraints available to all languages. However, languages need not
have exclusively X󸀠-theoretic categories, but may instead make extensive use of the
exocentric category S, and may use only a subset of universally available c-structure
categories.

The treatment of copula sentences offers an example of a point of theoretical de-
bate within LFG. Dalrymple et al. (2004) argue that copular constructions can have
different f-structure representations across languages and across constructionswithin
the same language—they can be biclausal or monoclausal (often, but not always, con-
ditioned by the presence or absence of an explicit copula verb), and if biclausal, can
take an open or closed complement clause (xcomp vs. predlink). Attia (2008), on
the other hand, argues for a unified analysis, whereby all copula constructions cross-
linguistically are treated as involving predlinks. He claims that the approach of Dal-
rymple et al. (2004) misses the underlying functional similarity, and incorrectly en-
codes c-structural variation in f-structure. The framework itself does not impose one
analysis or the other, but is compatible with various theoretical treatments, which
must be decided between based on other criteria such as empirical coverage or an-
alytic efficacy.

Another example is thedebate over the existenceof traces. For transformationalist
theories, somethingmust occupy the canonical c-structure position of a displaced ele-
ment, since this is how itswithin-clause grammatical function is ascertained (whether
this ‘something’ is a trace per se or another kind of object, such as a subsequently
deleted copy of the moved phrase). Since LFG separates out such functional informa-
tion from thephrasal configuration, no such requirement is present in anLFGanalysis:
thus, c-structure terminals can be much closer to the observed linguistic data, and if
something is not pronounced, it need not appear at c-structure. Nonetheless, traces
can and have been used in LFG analyses of long-distance dependencies, asmentioned
in Section 3.1 (e. g. Bresnan, 1995). Once again, therefore, the LFG framework itself re-
mains agnostic about this particular theoretical question, and empirical factors, com-
patability with analyses of related phenomena, and/or questions of parsimony will
have to be the final arbiters.

4.1 Incrementality

It is a hallmark of constraint-based, nontransformational approaches like LFG that all
grammatical constraints associated with the relevant words and constructions must
be satisfied. Grammatical representations do not have different properties at different
stages of a derivation, as in a transformational or other movement-based approach.
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Instead, each constraint adds a piece of information about a structure or the relation
between structures. As Halvorsen (1983) observes, “just as in a jigsaw puzzle, what
piece is found at what time is inconsequential to the final outcome”. As a corollary of
this, we can impose independent psycholinguistic restrictions on the order in which
constraints are evaluated, without affecting the resulting analysis: for example, we
can build up a structure incrementally, as the words of a sentence are encountered,
or we can adopt a head-driven approach, building up the structure of heads first and
then their arguments.

4.2 Simplicity

LFG factors grammatical analysis into modules: c-structure, f-structure, semantic
structure, information structure, prosodic structure, and so on. The internal structure
of eachmodule is relatively simple, since it represents only one aspect of the structure
of an utterance. This means that it is easy to isolate a module and explore only one
aspect of its linguistic structure—c-structure, for example, or f-structure. Although
modules do often interact, proposed changes in analysis that are confined to one
module often leave the other modules unaffected, so that, for example, advances in
our understanding of the semantics of a construction need not entail a revision to the
theory of its syntax, and vice versa.

4.3 Mismatches

LFG assumes that different grammatical modules represent different aspects of gram-
matical structure, and mismatches between levels are common. For example, c-
structure and f-structure have different units, motivated differently and representing
different aspects of linguistic structure, and a linguistic unit at f-structure need not
correspond to a c-structure unit: as shown in (17), the subject noun phrase translated
as ‘these floods’ is represented as a unit at f-structure, but at c-structure the two parts
of the phrase are separated, and do not form a unit. What is a unit at one level need
not form a unit at all levels of representation.

5 Sample analysis

In this section, we provide a sample analysis of the sentence in (32):

(32) After Mary introduced herself to the audience, she turned to a man that she
had met before.
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We first break the example sentence into two smaller sentences and provide detailed
analyses of each of these, before combining them to give an analysis of the whole
example in (35), which abbreviates some of the detail introduced in (33–34).

Two points should be noted in what follows. Firstly, in standard LFG analyses,
intersentential and intrasentential coreference and binding are not represented at c-
structure or f-structure, but instead in the semantics. Thus, the binding of the re-
flexive herself and the potential coreference of Mary and she are not represented in
our analysis. Secondly, we are assuming a theory of adjunction where ‘like adjoins
to like’ (Toivonen, 2003)—that is, zero-level categories can adjoin to other zero-level
categories, and maximal projections to maximal projections. Since relative clauses
are maximal projections, we therefore adjoin the CP ‘that she had met before’ at the
level of NP (rather than N󸀠, for example) in (34), and since the temporal adjunct ‘Af-
ter Mary introduced herself to the audience’ is a CP, this is adjoined at the level of IP
in (35).

(33) Mary introduced herself to the audience.
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(34) She turned to a man that she had met before.

(35) After Mary introduced herself to the audience, she turned to a man that she
had met before.

6 Conclusion

LFG has a number of appealing characteristics both in terms of theory and practice.
Its mathematically explicit formalisation (exemplified in its successful computational
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implementation) lends a precision to analyses which can be lost in other theories
through appeals to metaphor or other intuitive devices. Its modularity enables par-
simonious and accurate description of different phenomena using different formal
tools, and this has the added practical advantage of allowing researchers to focus on
one particular module without worrying unduly about all of the other components of
the grammar simultaneously. This also makes it well-suited for use as a grammatical
framework for other areas than purely theoretical syntax, such as in language acqui-
sition in the form of LFG-DOP, or computational grammar development. Finally, its
focus on accurate and precise description hasmade it possible to analyse a number of
diverse languages without insisting on similarity where none is otherwise motivated
(making non-configurational languages after all configurational at some level of rep-
resentation, for example).
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